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79.1 Introduction

Medical imaging has advanced considerably since the discovery of X-rays by Wilhelm Conrad Röntgen
in 1895. Today, in addition to the continued use of X-rays for medical diagnosis, there are imaging
methods that use sound (ultrasound), magnetic fields and radio waves (magnetic resonance imaging),
and radionuclides (nuclear medicine). Both projection imaging and cross-sectional imaging are routinely
used clinically. This chapter will describe the principles behind the various imaging modalities currently
in use, and the various measurements routinely made with them.

79.2 Image Information Content

The vast majority of imaging procedures are qualitative in nature, where it is the visual presentation of
anatomy that is the measurement outcome. There are also some quantitative measurements, which will
be discussed in the section on nuclear medicine. However, since most imaging is concerned only with
the qualitative nature of the image, a description of the salient features of image content follows.

There are three primary physical parameters of interest in image content: contrast, noise, and resolu-
tion. If these three features are known for a given image (or imaging system), then the entire physical
nature of the image has been characterized. There are also psychovisual effects, such as conspicuity [1],
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which affect the ability of the observer to detect a particular feature, but these issues are difficult to
quantitate and are outside the scope of this handbook.

The first of the physical image features, contrast, is defined as the fraction of the total image signal
occupied by a particular object:

(79.1)

where S is the signal in the area of interest and B is the background signal. Contrast is determined by
the properties of the object being imaged, the imaging modality, the properties of the image detector,
postprocessing of the image (such as by digital processing), and the contrast of the display device.

Image noise is a measure of the stochastic nature of the image. All physical measurements, including
medical images, contain a certain degree of uncertainty. In X-ray imaging, for example, the physics of
X-ray production dictates that the number of X-rays incident on a unit area per unit time are random,
and given by a statistical distribution known as the Poisson distribution. The greater the image noise,
the less likely it is that one will observe a given object. There is a relationship between the image noise,
the contrast and area of an object, and its likelihood of being observed. This is summarized in the Rose
model:

(79.2)

where N is the number of quanta (such as X-rays) per unit area needed to discern an object of contrast
C and area A, assuming a signal-to-noise of k. Rose found that a signal-to-noise ratio of 5 is typically
required to detect a visual object reliably [2].

Resolution is the ability of an imaging system to record faithfully the range of spatial detail in an
object. Recording objects with finer spatial detail requires “sharper” imaging detectors. The resolving
ability of a detector is largely determined by its point-spread function. The point-spread function
describes how well the imaging apparatus can record an infinitesimal point object. No detector is perfectly
sharp, and some spread of the infinitesimal dot occurs — the worse the spread, the less resolving the
system.

Measurement of Imaging Performance

A linear-systems approach is typically used to quantify the performance of an imaging system. The
relations among contrast, noise, and resolution of an imaging system are customarily described by two
functions: the modulation transfer function (MTF) and the noise power spectrum (NPS), both of which
are functions of spatial frequency. The MTF is the Fourier transform of the point-spread function, and
describes the inherent deterministic frequency response of the system. The NPS (also referred to as the
Wiener spectrum) is proportional to the square of the Fourier transform amplitude at each frequency,
and represents the variance associated with noise in the system at each particular spatial frequency. The
ratio of MTF and NPS, properly normalized, is the noise equivalent quanta (NEQ), which is the square
of the maximum available signal-to-noise at each spatial frequency u:

(79.3)

If the NEQ is divided by the number of incident quanta per area (e.g., the number of X-ray photons
incident on the detector in X-ray imaging), the result is the detective quantum efficiency (DQE). The
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zero-frequency DQE is a measure of the fraction of incident quanta effectively used by the system.
Alternatively, the DQE may be viewed as the efficiency with which the system utilizes the available signal-
to-noise at each spatial frequency.

The actual measurement of MTF, NPS, and DQE is quite tedious, and will be only briefly summarized
here. The interested reader is encouraged to consult the suggested references for the appropriate detail
on these measurements. Examples of these measurements will be given for X-ray imaging.

The MTF is typically measured by imaging either a very fine slit (typically 10 to 20 mm) [3-6] or an
edge [7]. The profile across the slit image is called the line-spread function (LSF). The Fourier transform
of the LSF gives the MTF in the direction perpendicular to the slit. The derivative of values along the
edge-response function also gives the line-spread function. Detector response typically varies with energy
so it is important to specify the conditions under which MTF is measured. With X-ray imaging it is
typical to use a tube voltage of 70 kV with 0.5 mm Cu filtration placed in the beam to simulate the
filtering of the X-ray spectrum expected from a patient, although other measurement techniques are also
found in the literature.

The NPS is measured by taking an image of a flat field, where there is no structure in the image other
than noise. Contemporary methods of NPS measurement on digital systems perform a two-dimensional
Fourier transform on the flat-field image [6], although when measuring the NPS of film a scanning slit
is used to generate a one-dimensional NPS parallel to the direction of slit movement [8-10]. After
appropriate scaling, the square of the amplitude of the two-dimensional Fourier transform is the NPS.
There are many details related to measuring the NPS properly, including eliminating background trends,
and the size of the region over which the Fourier transform is taken. These are all covered in detail in
the references [6,8-18].

Measurement of imaging properties is easier on digital imaging systems than on film, since film must
first be digitized at appropriately fine sampling intervals or else corrected for the use of one-dimensional
slits [19]. However, the effects of aliasing (fictitious frequency response in a digital system due to limited
sampling) makes the interpretation of MTF and NPS in digital systems more difficult than with film
[11,12,20].

79.3 X-Ray Imaging

X-ray imaging requires an X-ray-generating apparatus (tube, high voltage supply, and controls) and an
appropriate X-ray detector. Typical X-ray detectors include photographic film (almost always used in
concert with a fluorescent screen), image intensifiers, computed radiography phosphor plates, and newer
dedicated digital detectors.

The X-ray generator is basically a high-voltage step-up transformer with appropriate rectification and
control circuitry. Most contemporary generators are three-phase 12-pulse, full-wave rectified to give a
very low voltage ripple (3 to 10%) [21]. For procedures requiring very fast pulses of several milliseconds
or less (such as coronary angiography), a tetrode-based constant-potential generator is used. The operator
selects the tube kilovoltage, tube current, and exposure time appropriate for the examination of interest.

X-ray tubes contain a heated filament (which serves as the cathode) and an anode made of a tung-
sten/rhenium combination for conventional use or molybdenum for mammography. With the exception
of dental tubes, modern clinical X-ray tubes almost always contain a rotating anode to spread the heat
out over a larger area, allowing for a greater tube output without damaging the anode. Many tubes
contain two filaments, a large one and a small one, depending on tube output and resolution requirements
of a particular exam. Measurements on X-ray tubes and generators involve calibrations to assure that
kilovoltage, tube output, and exposure time are in good agreement with the control console settings [21].
Calibration of the high voltage is done by commercially available voltage dividers, or by specially designed
X-ray film cassettes with calibrating filters inside. Tube output is measured by ion chambers, and exposure
time is measured either by a rotating-arm timer test tool placed over a film cassette during an X-ray
exposure or by direct plotting of the exposure vs. time output of an ion chamber.
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X-Ray Imaging Detectors

The most common detector for X-ray imaging is film. X-ray film is typically placed in a sandwich between
two fluorescent screens (or one screen in mammography for improved visibility of small detail). Con-
temporary screens are made of rare earth compounds such as Gd2O2S, and serve to convert the X-rays
to visible light which exposes the film more efficiently than X-rays alone, thus reducing patient radiation
dose. The response of these screen–film combinations has good contrast at intermediate exposure ranges
(as given by the film g, or contrast ratio), but poor contrast at low or high exposures. The contrast and
latitude of films are described by the characteristic curve (often referred to as the Hurter–Driffield, or
HD curve). Appropriate screen–film combinations are chosen based on the anatomy to be imaged, since
screen–film combinations are designed with different contrast, latitude, and exposure sensitivity charac-
teristics [22].

A second type of X-ray detector is the image intensifier, which is used with fluoroscopy. Fluoroscopy
uses a low-exposure-rate X-ray output to image a patient continuously, typically to properly position the
patient for a subsequent high-exposure film image. The image intensifier (Figure 79.1) comprises a
cylindrical glass enclosure, inside of which is an input screen, photocathode, focusing electrodes, accel-
erating anode, and output screen [21]. The X-rays are absorbed in the input screen (typically CsI), giving
off light which liberates electrons from the photocathode. The photoelectrons are then accelerated to the
output screen where they strike the output phosphor screen with high energy (~30 keV), giving off a
bright light, which is viewed by either a video camera or motion-picture (cineradiographic) camera.

A recently developed digital X-ray detector is the photostimulable phosphor, which is referred to
commonly as computed radiography [23-25]. This detector uses a special type of phosphor which stores
about half of the absorbed X-ray energy in metastable states, which are read out later by laser scanning.
The laser light stimulates the phosphor to emit ultraviolet light in proportion to the original X-ray
exposure. The photostimulated light is then detected with a photomultiplier tube (PMT) or solid-state
photodetector and digitized. The clinical apparatus (Figure 79.2) first does a prescan of the imaging plate
to adjust the input range of the analog-to-digital converter based on the image histogram; the digitized
signal is then logarithmically transformed and stored, displayed on a video monitor, or printed on film
following optional spatial filtering and contrast adjustment.

There are also currently available or in development a variety of other digital X-ray detectors, including
selenium plate detectors [26], CCD-camera detectors with fluorescent screens [27], and flat-panel arrays
with amorphous silicon [28] or amorphous selenium [29] detector elements.

79.4 Computed Tomography

A diagnostic computed tomography (CT) scanner comprises an X-ray tube with collimation to provide
the slice thickness, a linear array of detector elements, and a reconstruction computer. The X-ray tube
and the detectors typically rotate in a gantry. The number of detectors used depends on the generation
of the scanner. First-generation scanners had only one detector which was translated across the patient
with the tube for each projection, and then the entire assembly was rotated to acquire the next projection
view. To increase acquisition speed, second-generation scanners used several detectors in a limited fan-
beam geometry. Third-generation CT scanners, which are the most common in use today, utilize a large
fan array of detectors (852 elements in a current scanner), which completely encompasses the patient
and allows slice acquisition times of about 1 s [21]. The X-ray tube and the detector fan array are
mechanically coupled and rotate together at high speed (Figure 79.3).

The implementation of electronic slip rings, which allow continuous electric contact, has removed the
physical restriction imposed by the high-voltage cables of earlier scanners. Fourth- and fifth-generation
scanners have a stationary, complete ring of detectors (typically 1200 to 4800 detectors). In fourth-
generation scanners the X-ray tube is rotated alone, while the fifth-generation scanner design has a
focused electron beam which traverses multiple target rings. Fifth-generation scanners can acquire a slice
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fast enough (50 ms per slice and 17 slices per second) to stop cardiac motion [30,31]. These last two
generations are not in common use, primarily due to high cost. In recent years, a helical-scan adaptation
of third-generation scanners, allowing continuous acquisition of data over a large patient volume, has
become clinically popular [32,33].

While the X-ray tubes used for CT (tube potential range 80 to 140 kV) are very similar to general
radiographic tubes, the detectors are quite different from conventional radiographic detectors. Detectors
used in CT are one-dimensional photon counters which must be efficient and fast. Early CT devices used
scintillation detectors, which converted the X-ray energy into light photons that were counted by PMTs.
Originally, single-crystal NaI was used, but it proved to be insufficient in dynamic range and had too
much afterglow of scintillation light. High-pressure (25 atm) xenon gas later replaced NaI as the detector.
Currently, many CT scanners use scintillating ceramics (e.g., CdWO4, (Y,Gd)2O3:Eu and Gd2O2S:Pr,Ce)
coupled to photodiodes, due to the high bulk density of the ceramics.

FIGURE 79.1 Schematic diagram of the major components of an image intensifier. The anode is typically at about
30 kV, and the three annular electrodes focus the beam and determine the usable area of the input surface for
intensifiers having multiple formats.
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Reconstruction of an Object from Projections

CT is based on the image reconstruction theorem, which states that if one measures enough projections
of an object, the two-dimensional distribution of that object may be reconstructed from the projection
data. In CT the quantity of interest is the linear attenuation coefficient, m, at each point in the object.
The transmission of X-rays through an object of thickness x can be stated as

(79.4)

where I(0) is the incident intensity. Each ray from the focal spot of the tube to a discrete detector element
is a measure of the line integral of the attenuation coefficient through the patient:

(79.5)

where r represents the reference frame of one of the many projections through the patient.
Image reconstruction requires a method to invert Equation 79.5, in order to extract m(x,y) of the object

from the measured projection views, l. The mathematical principles of image reconstruction from an

FIGURE 79.2 Schematic diagram of a typical photostimulable phosphor computed radiography system.
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infinite number of projections through an object were developed by Radon in 1917 [34]. An approximate
solution to the Radon inversion, known as backprojection, was later developed because of the need for
rapid computation of images in clinical CT. Backprojection involves smearing the data from each pro-
jection through the two-dimensional space of the patient, and summing over all projections. Simple
backprojection yields an estimate of the patient structures, but is plagued by artifacts due to the approx-
imate nature of the reconstruction procedure. These artifacts are successfully removed, however, by
prefiltering the projection data before backprojecting. The one-dimensional prefiltering is typically per-
formed in frequency space by multiplying by a ramp function. This technique is known as filtered
backprojection, and results in more accurate reconstructions of patient anatomy [35].

There are several conditions that can reduce the quality of image reconstruction. First, an insufficient
number of angular projections or incomplete sampling of the object can lead to aliasing in the recon-
structed view. Second, partial volume effects occur when the object is not of homogeneous composition
in a particular voxel, causing the reconstructed pixel value (CT number) to be not representative of the
tissue. Third, if the acquisition is not fast enough, patient motion leads to a ghosting artifact in the
reconstructed image. Last, beam hardening occurs when a high-density structure, such as the skull,
significantly changes the beam energy spectrum. The result is reduced intensity of adjacent structures.
Beam hardening can be reduced by slightly altering the shape of the reconstruction filter to improve the
reconstruction for a particular tissue type.

To present the reconstructed data in digital format, the CT number (also known as the Hounsfield
unit, HU) was developed.

(79.6)

FIGURE 79.3 Orientation of components in a typical third-generation CT scanner.
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Using this normalization, pixel values in a CT image are stored as 12-bit integers between –1000 and
3095. A pixel containing only water would have a CT number equal to 0, while one containing bone or
muscle would have a positive value and one with only fat or air would have a negative value.

Clinical Measurements

The reconstructed images are only as accurate as the data input to the algorithm; therefore, a rigorous
calibration and quality assurance program is vital to the performance of a diagnostic CT scanner.
Calibration generates a baseline reference in air for the scanner and calibration values for every possible
scan parameter. Detector channel variation and interaction, along with X-ray tube focal spot size and
position are quantified. A phantom is used to measure detector response for typical beam widths (1, 3,
5, 7, and 10 mm) and tube potentials (80, 100, 120, and 140 kV). The positioning accuracy of the scanner
is also checked.

Quality assurance seeks to establish and maintain consistent image quality [36,37]. A specialized
Plexiglas phantom is used to monitor the low-contrast detectability and high-contrast resolution and
noise characteristics of the system. The low-contrast portion of the phantom consists of a set of holes of
different diameter in a thin polystyrene slab. The 0.75-mm-thick polystyrene, when submerged in water
and scanned with a 10 mm slice thickness, yields low contrast in the holes of about 1% (10 HU). The
minimum detectable diameter is then found. The high-contrast resolution part of the phantom contains
several repeating, equally sized bar/space patterns (spaces filled with water, contrast ~12% or 120 HU)
with bar widths from 0.5 to 1.6 mm. The MTF is computed as a plot of the high-contrast frequency
response [38]. The noise and uniformity of the scan are assessed with a homogeneous section of the
phantom. An ROI is placed in the homogeneous area and the standard deviation is calculated, which
should be approximately 3 HU.

79.5 Nuclear Medicine

Nuclear medicine techniques [39,40] use radiopharmaceuticals which are injected into the body to
monitor or measure physiological function. Central to nuclear medicine is the role of the radiopharma-
ceutical as a tracer, that is, an agent with a predictable physiological action that is introduced without
perturbing the function of the system. An external detector is used to record radioactivity emanating
from the patient to determine the spatial distribution (and often temporal changes in concentration) of
the radiopharmaceuticals in specific organs or tissues. Each radiopharmaceutical has an expected bio-
distribution which a radiologist evaluates to diagnose the medical status of a patient. The radiopharma-
ceutical can be labeled either with positron-emitting radionuclides, which produce annihilation photons,
or can be labeled with “single-photon” radionuclides which emit g-rays (or sometimes X-rays). This
section considers only single-photon-emitting radionuclides, examples of which are given in Table 79.1.

The scintillation camera [41,42] is the most common device for imaging the distribution of single-
photon emitting radionuclides in vivo (Figure 79.4). The scintillation camera incorporates a large-field
(e.g., 40 by 50 cm) position-sensitive photon detector with a collimator having a large number of small
parallel holes (1 to 2 mm diameter, 4 cm length) so that only photons traveling perpendicular to the
detector surface are recorded. Photons emitted by the patient and passing through the collimator are
absorbed by a 1-cm-thick sodium iodide scintillator coupled to an array of PMTs. The PMT signals are
processed to generate signals proportional to the (x,y)-coordinates of the interaction site of the photon
in the crystal. In addition, the photomultiplier tube signals are integrated to calculate the photon energy.
Events falling within a specified range (typically ±7.5%) around the expected radionuclide photon energy
are recorded, whereas those outside of this range are rejected as unwanted scatter or background events.
An image is integrated from individual events at the calculated position and specified energy, representing
detected photons emitted by the radiopharmaceutical. The camera acquires a planar projection image of
the radiopharmaceutical distribution in the patient with a spatial resolution of about 1 cm. The image
also can be acquired tomographically by rotating the scintillation camera around the axis of the patient.
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This technique is called single-photon emission computed tomography (SPECT) and produces cross-
sectional images representing the radiopharmaceutical concentration within the patient.

Measurement of Physiological Function

Radionuclide images can be interpreted visually or quantitatively. For example, the radiopharmaceutical
[99mTc]-methylene diphosphonate (MDP) is incorporated into the bone matrix by osteoblastic activity
[43]. A radiologist will inspect a nuclear medicine image for sites demonstrating focal uptake of 99mTc-
MDP to determine the extent and degree of trauma, inflammation, degeneration, metastatic disease, or
other skeletal disease processes. Typically, 99mTc-MDP images are interpreted visually but are not analyzed
to determine the quantity of radiotracer incorporated into the skeleton.

Other nuclear medicine studies are assessed quantitatively in the sense that values extracted from the
image represent the radioactivity concentration (and physiological function) in a specific organ or tissue
region. Myocardial perfusion imaging with [99mTc]-hexatris-2-methoxyisobutylisonitrile (MIBI) is an
example of one such “quantitative” nuclear medicine study for assessing a patient suspected of having
coronary artery disease [44-46]. [99mTc]-MIBI is a lipophilic cation which accumulates in myocardial
tissue roughly in proportion to blood flow [47]. Image data are acquired using SPECT to reconstruct
tomograms of the myocardial concentration of [99mTc]-MIBI which are analyzed to assess regional
myocardial blood flow. Although absolute measurements (mCi/g) of tissue activity are difficult (if not
impossible) to obtain with SPECT, the images are interpreted “quantitatively” by extracting pixel values
from the image to derive diagnostic information [48], rather than relying on “qualitative” visual inter-
pretation of the images. Typically, 99mTc-MIBI is imaged in the “short-axis” view which presents the left
ventricular myocardium in a series of annuli (or “doughnuts”). The image is analyzed using a “circum-
ferential profile” representing the radionuclide concentration at 6° angular increments around each
annular slice of the myocardium [49]. The extracted values are compared with standard values obtained
from patients in whom atherosclerotic disease has been excluded by coronary angiography, thereby

TABLE 79.1 Examples of Tracers Used in Nuclear Medicine

Process Tracer Ref.

Blood Flow
Diffusible 133Xe 57

[99mTc]-HMPAO 58
Diffusible (trapped) [123I]IMP (brain) 58

201Tl (heart), 44,59
[99mTc]-MIBI 47

Nondiffusible (trapped) [99mTc]macroaggregated albumin, 
labeled microspheres

—

Effective renal plasma flow [123I]hippuran —
Blood Volume

Red blood cells (RBC) [99mTc]-RBC 45,46
Plasma [125I]-albumin —

Transport and Metabolism
Free fatty acids [123I]-hexadecanoic acid 44
Bile [99mTc]-HIDA —
Osteoblastic activity [99mTc]-MDP 43
Glomerular filtration rate [99mTc]-DPTA 60

Molecular Diffusion [99mTcO4] 58
Receptor Systems

Dopaminergic [123I]-IBZM 61
Cholinergic [123I]-QNB 62
Adrenergic [131I]-MIBG 63,64
Somatostatin [111In]-octreotide 65,66

Adapted from Sorenson and Phelps.42
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allowing the nuclear cardiologist to assess both the presence as well as the regional extent of coronary
artery disease.

Measurement of Technical Performance

Several parameters generally are measured to assess the performance of the scintillation camera [50-56].
Spatial resolution represents the precision with which the position of an event is localized, and can be
assessed from the full-width at half-maximum (FWHM) of a profile taken across the image of a point
or linear radioactive object having small dimensions in comparison to the resolution of the system. Spatial
linearity is quantified as the accuracy with which the position of an event is localized, and represents the
ability of a scintillation camera to produce a straight image of a straight object. Spatial linearity is
measured as the deviation about the best-fit line in an image of a parallel line phantom or a orthogonal
hole phantom, expressed as a percentage (ideally less than 1%) of the detector diameter. Energy resolution
represents the precision with which the energy of a photon is recorded and generally is measured as the
FWHM of the photopeak in an energy spectrum (number of detected photons recorded as a function
of photon energy) of the radioactive source. Flood field uniformity assesses the ability of the camera to
record a spatially uniform image when presented with a spatially uniform distribution of photons. An
intrinsic measurement is performed by irradiating the uncollimated detector with the point source placed

FIGURE 79.4 Scintillation camera incorporates collimator, scintillation crystal, photomultiplier tubes, and elec-
tronic circuitry to generate position (x,y) and energy (E) of photons emitted by radiopharmaceutical distribution in
patient. Only events falling within a specified energy window are recorded by the processing or display device to
form the nuclear medicine image.
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at a distance equal to at least five times the field of view of the detector. The system uniformity can be
checked by irradiating the entire surface of a collimated detector with an extended source of uniform
radioactivity. Sensitivity represents the number of photons recorded per unit of source radioactivity when
the detector is operated either without (intrinsic sensitivity) or with (extrinsic sensitivity) a collimator.
Count-rate linearity represents the ability of the camera to record a count rate proportional to the photon
event rate received by the detector. At low event rates, the measured count rate increases linearly with
the actual photon event rate. Because the scintillation camera acts as a paralyzable system, at higher event
rates, the measured count rate is lower than that predicted from linear response. At sufficiently high
event rates, the measured count rate actually can decrease with increasing photon event rate and even-
tually can be extinguished when imaging radioactive sources of sufficiently high activities.

79.6 Positron Emission Tomography (PET)

PET involves a physiological administration of a positron-emitting radiopharmaceutical into the human
body. The principal advantage of PET over single-photon imaging is the availability of a number of
physiologically relevant radiotracers that are labeled with the short-lived positron-emitting radionuclides
11C (T1/2 = 20.4 min), 13N (9.96 min), 15O (2.04 min), and 18F (109.8 min). A typical PET center consists
of a cyclotron for on-site isotope production, a radiochemistry laboratory for synthetic incorporation of
the isotopes into organic molecules, and a PET scanner. PET instrumentation is described in detail in
several review articles [67,68].

Principle of Coincidence Detection

The proton-rich radioisotopes used with PET imaging undergo b-decay, and emit positrons (antielec-
trons). A positron travels a short distance and combines with an electron from the surrounding medium.
The masses of the positron and electron are converted to electromagnetic radiation in the form of two
g rays of energy 511 keV, which are emitted at nearly 180° to each other. The PET scanner utilizes multiple
opposing g detectors that surround the positron emitter, each defining a linear volume of response
between the detectors. Coincidence timing circuitry enables effective localization of the decay events
occurring between detector pairs, rejecting events in each detector that originate from outside the volume
of response. A typical modern PET scanner employs tens of thousands of small detectors (or analogous
position-coded larger detectors), yielding as many as tens of millions of such volumes of response. The
coincidence principle is also utilized to measure and correct for attenuation of photons within the body,
allowing the measurement of radioactivity concentration in absolute terms (i.e., Bq/mL). In this case, a
separate “transmission” measurement scan is performed, using an external positron-emitting source
placed adjacent to the subject yet within the volume of response. A “blank” scan is similarly acquired
but without the subject in the field of view. The ratio of coincident count rates in the blank/transmission
scans multiplies the corresponding coincidence counts in the emission scan to correct for attenuation
along each coincidence line of response.

Detector Composition

The choice of detector material for PET scanners is influenced by a number of considerations, including
scanner geometry, detection efficiency (stopping power), output signal strength (energy resolution),
signal decay time (count rate capability), physical stability (i.e., hygroscopicity), availability, and cost.
Inorganic scintillators are best suited for detection of the 511 keV photons. The physical properties of
the two most widely used scintillators, NaI(Tl) and bismuth germanate (BGO), are shown in Table 79.2.
NaI(Tl) has found application in position-sensitive detector systems that utilize a small number of large
crystals observed by multiple PMTs. NaI(Tl) offers the advantages of (1) good energy resolution for
effective rejection of scattered radiation, (2) good timing resolution for minimizing the coincidence-
resolving time window, (3) availability of large crystals, and (4) relatively low cost. The higher stopping
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power of BGO is advantageous for detector designs that use smaller crystals with one-to-one PMTs, or
position-encoded matrices of crystals [69]. The recently identified lutetium oxyorthosilicate (LSO) is a
potential successor to BGO in detector block designs. LSO has a density of 7.4 g/mL, an effective atomic
number of 59, a photofluorescent decay time of 40 ns, and light outputs that are ¾ that of NaI(Tl) [70].

PET Scanners

PET scanners use a number of different detector compositions and gantry configurations, each with its
unique advantages and disadvantages [68]. Figure 79.5 shows two of the most common designs that are
currently employed. At present, the majority of commercial designs employ a cylindrical geometry with
individual BGO detector blocks arranged to form contiguous rings of detectors, each defining an image
plane [71,72]. Most of these scanners have retractable lead (or tungsten) septa which are positioned
between detector rings to attenuate photons that are emitted at angles not contained in the image plane.
This minimizes the effect of out-of-plane scattered radiation, allowing accurate quantitation of the
radioactivity distribution in each image plane by two-dimensional (tomographic) image reconstruction.
With the septa retracted, all axial angles are accepted, allowing true three-dimensional volume imaging.
Another scanner design uses large-area position-encoded NaI(Tl) detectors, allowing three-dimensional
volume imaging [73]. In all cases, computer-assisted image reconstruction is used to produce quantitative
images of radiotracer concentration in the body.

The spatial resolution of the radioactivity distributions seen in the PET image is primarily determined
by the size of the detector elements. In scanners employing cylindrical detector geometry, the in-plane
spatial resolution is highest in the center of the field of view (typically 4 to 5 mm FWHM of the point source
response for present state-of-the-art scanners). The spatial resolution slowly degrades as the radius increases
due to inadequate stopping of photons within incident detectors for nonperpendicular entrance angles.
Likewise, the resolution in the axial direction is determined by the axial dimension of the detector elements.

TABLE 79.2 Physical Properties of Scintillators 
Commonly Employed in PET Scanners

NaI(Tl) BGO

Density (g/cm3) 3.67 7.13
Effective atomic number 51 75
Index of refraction 1.85 2.15
Relative emission intensity 100 15
Peak wavelength (nm) 410 480
Decay constant (ns) 230 300

FIGURE 79.5 Representation of PET scanner geometries for typical scanners employing (A) multiple rings of small
BGO scintillators, and (B) six large NaI(Tl) position-sensitive planar detectors. The arrows represent positron
annihilation photons that are emitted 180° from each other and detected in opposing detectors. (Courtesy of Dr. T.
Turkington.)
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79.7 Ultrasound Imaging

Ultrasound scanning provides a safe and noninvasive way to image the body. With this modality, brief
pulses of sound are emitted by a transducer coupled to the skin surface. The sound pulse propagates
through tissue at a fixed speed. Interfaces and other objects reflect portions of the acoustic energy back
to the transducer, where they are detected as echoes. The ultrasound scanner forms one-dimensional, or
more commonly two-dimensional, images of anatomic structures from the reflected echo patterns. In
general imaging applications, ultrasound imaging uses frequencies in the 2 to 10 MHz range. Some newer
ultrasound devices, for example, those used in emerging ophthalmology applications, use frequencies as
high as 50 MHz [74,75].

Characteristics of Sound Waves in Tissue

The speed at which sound waves propagate through a medium depends on the density and compressibility
of the medium. At 22°C, the speed of sound in air is around 300 m s–1, while in fresh water it is 1480 m s–1.
Human soft tissues behave somewhat like water, with speeds of sound ranging from 1460 m s–1 for fat
to 1620 m s–1 for muscle. The average speed of sound in tissue is taken to be 1540 m s–1 (1.54 mm/ms)
[76,77].

Any interface, large or small, can reflect a fraction of the ultrasound energy and produce an echo. The
relative amount of energy reflected depends on the change in density and compressibility at the interface;
the greater the change in these properties of the materials forming the interface, the greater the amplitude
of an echo. Examples of reflectors include organ boundaries, blood vessels, and small scatterers distributed
more or less randomly throughout most organs. The majority of the echo data displayed on images can
be attributed to this scattering process [77]. Shung [78] has reviewed experimental work on ultrasonic
scattering vs. frequency in biological tissues.

As ultrasound pulses travel through tissue, they lose their strength due to attenuation. Attenuation is
caused by scatter and reflection at interfaces and by absorption. For typical tissues, the amplitude of a
5-MHz beam decreases by about 50% for each centimeter traveled. The attenuation per unit distance is
approximately proportional to the ultrasound frequency, so lower-frequency waves propagate greater
distances through tissues than higher-frequency waves [79].

B-Mode Imagers

Figure 79.6 illustrates a typical configuration for an ultrasound imager. The operator places a handheld
transducer on the skin surface of the patient. Early instruments utilized “single-element” transducers,
but the majority of systems now use transducer arrays [80]. Acoustic pulses emitted by the transducer
travel in well-defined beams. This beam can be “steered” in different directions, either mechanically with
motors or electronically by using transducers arrays.

The same transducer detects echoes that arrive from interfaces in the body and applies them to the
receiver, where they are amplified and processed for display. The instrument converts each echo signal
into a dot on the display, the brightness of the dot being proportional to the echo amplitude at the
transducer. The “scan converter” memory places dots in a location that corresponds to the reflector
locations; information required to do this is the return time for each echo and the beam axis direction
when the echo is detected.

The scanner constructs a cross-sectional image by sending out 100 to 200 such ultrasound beams,
each in a slightly different direction, somewhat like a searchlight scanning the night sky. Echoes received
from each beam direction are placed in the image memory using the scheme mentioned above. The
entire image is updated at rates of 15 to 30 scans per second, producing a real-time image on the display
monitor. This technique is referred to as B-mode imaging because echo signals simply modulate the
intensity, or brightness, of the display at locations corresponding to their anatomic origin.
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Doppler Techniques

Ultrasound instruments commonly provide Doppler records as well as B-mode images. Fundamentally,
the Doppler effect is a change in the frequency of reflected waves when there is relative motion between
the transducer and reflector. For motion directly toward or directly away from the transducer, the Doppler
signal frequency fd is given by

(79.7)

where f0 is the frequency of the transmitted ultrasound, v is the velocity of the reflector, and c is the speed
of sound. Thus, the Doppler signal frequency provides information on reflector velocity.

Continuous wave (CW) Doppler instruments consist of a transducer with separate transmitting and
receiving elements, a transmitter–receiver unit, and a signal display. They extract a Doppler signal from
the complex echo pattern, usually by heterodyning the echo signal with a signal that is coherent with the
transmitted wave, and then low pass filtering. The most common applications are to detect and measure

FIGURE 79.6 Components in a typical B-mode ultrasound device.
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blood flow. With a 5-MHz ultrasound frequency and blood velocity of 50 cm/s, the Doppler signal
frequency is 3.25 kHz, i.e., in the audible frequency range. A simple loudspeaker may be all that is
necessary for interpreting the Doppler signal, but very often a real-time spectral analyzer is available.

Pulsed Doppler instruments are a bit more complicated, but allow the operator to define precisely the
distance from the transducer from which Doppler signals are selected. In pulsed Doppler, an acoustic
pulse is transmitted along a fixed beam line. Resultant echo signals are amplified and subjected to Doppler
processing methods, similar to those outlined for the CW instrument. An operator-adjusted gate captures
the waveform from the depth of interest, and a sample-hold device retains the value of this waveform
until a subsequent pulse–echo sequence. Because the phase of the echo signal from moving reflectors
changes from one pulse–echo sequence to the next, a Doppler signal can be constructed from the behavior
over time of the sample-hold value.

Color Doppler Imaging

Color flow imagers may be thought of as extensions of pulsed Doppler machines. Rather than detecting
Doppler signals from a single location, color flow imagers detect signals from all depths covered by the
ultrasound beam, and for many beam directions. Most instruments extract and display the mean Doppler
signal frequency for each location throughout the scanned field [81,82]. A color Doppler image is almost
always combined with a B-mode image to provide both anatomic and flow data from the scanned plane.

Measurement of Ultrasound Instrument Performance

Defining “image quality” in ultrasound, and specifying quantifiable factors that relate to optimal B-mode
imaging, is controversial to say the least. Important factors that are considered include spatial and contrast
resolution, sensitivity, penetration depth, and geometric accuracy.

High-quality ultrasound imagers interrogate the scanned field using a sufficient number of individual
beam lines (more than 100) such that gaps between lines can be ignored in resolution considerations.
An exception may be in color flow imaging, where sparse line densities are needed for sufficient frame
rates [77]. Thus, spatial resolution is dictated by the volume of the ultrasound pulse propagating through
the tissue. The dimension of this pulse volume in the direction the pulse travels, i.e., the axial resolution,
is determined by the duration of the pulse emitted by the transducer, while the dimension perpendicular
to the beam axis, or the “lateral resolution” is determined by the beam width. Although ultrasound beam
energy is concentrated near the axis, it is the nature of beams from finite-sized apertures that the intensity
falls off gradually with increasing distance from the beam axis. Finally, the size of the ultrasound beam
perpendicular to the image plane determines the “slice thickness,” the width of the volume of tissue
contributing to the echo data viewed in the image plane.

A variety of methods have been used for determining in-plane resolution. The lateral and axial
dimensions of a reflector whose size is small enough that it can be considered a pointlike object are
frequently used [83]. For a 3.5-MHz transducer, this “spot-size,” can be as small as 0.7 mm in the axial
dimension and 1 to 2 mm laterally. Smaller spot sizes are found with higher-frequency imagers, such as
those using 10 MHz scan heads. Also, larger spot sizes are obtained with scanners that use fixed-focus,
single-element transducers.

Slice thickness has been measured using a planar sheet of scatterers scanned with the ultrasound
scanning plane intersecting the sheet at a 45° angle [83]. If the slice thickness were negligible, the image
of the sheet in this projection would be a straight, horizontal line. The finite thickness of the scanned
slice causes a thickening of the line; in fact, for the 45° orientation the vertical size of the image of the
sheet corresponds to the slice thickness. For all ultrasound imaging systems, except annular array trans-
ducers, the slice thickness is the worst measure of spatial resolution, ranging from the 10 mm to 2 to
3 mm, depending on depth, for a 3.5-MHz transducer.

Physicians commonly use ultrasound imagers to detect cancerous tumors, for which the echoes are
slightly stronger or weaker than the surrounding region. “Contrast-detail” tests [84,85] measure the
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smallest object that can be visualized at a fixed backscatter difference. Spherical mass detectability [86]
assesses capabilities to visualize realistic focal lesions. Masses in the latter detection test are characteristic
of actual tumors; furthermore, they are easily distributed throughout the scanning plane, assessing
resolution at all depths.

Scanner sensitivity is an important performance feature, especially because spatial resolution can be
enhanced with higher-frequency transducers. However, this is at the expense of increased ultrasound
beam attenuation and poorer penetration. Although absolute measurements of sensitivity of scanners
have been done [87], most centers rely upon clinically meaningful “maximum visualization distances”
[83,88] for estimating and comparing sensitivity. Geometric accuracy also is important, as images fre-
quently are used to determine structure dimensions, such as fetal head size when determining gestational
age [89]. Calibration of distance measurements are done following standard protocols [83,90]; fortu-
nately, modern scanners with digitally based image formation maintain their accuracy much better than
previous systems, and many physicists maintain that tests for geometric accuracy are not crucial in routine
performance assessments.

79.8 Magnetic Resonance Imaging (MRI)

Magnetic resonance (MR) imaging is a new medical imaging modality which uses magnetic fields and
radiofrequency (RF) energy to produce images of the body. The technique is based on nuclear magnetic
resonance (NMR) [91], which is a quantum mechanical phenomenon exhibited by atoms having either
an odd number of protons or neutrons. Such atoms have a nonzero nuclear magnetic moment, m, and
will precess (or rotate) about an external magnetic field (B0) with a frequency of w0 = gB0, where g is the
gyromagnetic ratio which for 1H is 42.57 MHz/T. A number of isotopes (including 1H, 31P, 23Na, 2H)
exhibit the NMR phenomena; however, the majority of MR scanners image 1H. This is because, relative
to other isotopes, 1H has a high inherent sensitivity and abundance in tissue. Therefore, the following
discussion is limited to 1H MR imaging. When placed in a B0 field, 1H nuclei align their spins either
parallel or antiparallel to B0, with a slight excess in the lower energy parallel state. At T = 25°C and |B0| =
1.5 T, an excess of ~5 in 106 atoms are in the parallel state (this excess increases with B0 and T–1). Because
there are ~1023 1H per milliliter of tissue, this excess, when summed over even a small volume, results in
a net magnetization, M = S m.

MR Imaging Techniques

The Bloch equations [91,92] are a set of phenomenological equations that succinctly describe the evo-
lution of the net magnetization M(r,t) during an MR imaging experiment:

(79.8)

where M(r,t) = (Mx(t), My(t), Mz(t)); M0 is the initial (or equilibrium) magnetization, B(r,t) = B0 +
G(r,t) · r + B1(t) is the total applied magnetic field and includes terms representing the static field, B0,
the field gradients, G(r,t) · r; and the magnetic field component of any applied RF excitation, B1(t); and
T1 and T2 are the characteristic relaxation times of the tissues being imaged. The coordinate system is
described in Figure 79.7. The B0 and G(r,t) · r fields are parallel to z, and the B1 field is orthogonal to z.
Every MR imaging experiment consists of an excitation phase, in which the equilibrium magnetization
is tipped away from z (the longitudinal axis) and into the transverse (x–y) plane. This is followed by a
detection phase, in which the signal emitted by the excited spins is manipulated so that an echo forms.
The echo-time (TE) and the repetition-time (TR) denote the time between excitation and echo formation,
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FIGURE 79.7 Graphical depiction of the MR imaging process showing the effect of the B1-excitation pulse (a–b)
and formation of a spin-echo (c–f). In (a) an RF pulse, B1, is applied along the x axis causing the net magnetization
to tip away from equilibrium, M0, as it precesses about z. Viewed in the rotating frame of reference, this corresponds
to a nutation by some angle a in the y¢–z plane. After application of an a = 90° pulse, M lies in the x ¢–y ¢ plane (c)
and is subject to variations in the local magnetic field which cause the individual spins to precess at different
frequencies, i.e., m1 and mn in (d). The local field variations could be due to gradients or field inhomogeneity, the
latter effect leading to T2* signal loss. By applying an a = 180° RF pulse along y¢, the spins are rotated about y ¢ (e)
and are refocussed into an echo (f).
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and the time between successive excitation phases, respectively. Starting at equilibrium, RF energy at w0

is applied to create an oscillating B1(t) field which tips M toward the transverse plane, at which time it
begins to precess about z (Figure 79.7a). Viewed in a frame of reference rotating at –w0 about z (x ¢, y ¢, z),
the RF excitation corresponds to tipping M through an angle a from z (Figure 79.7b). Gradients, G(r,t),
are then applied so that spatial information is encoded into the precessional frequency of M, w = g[B0 +
G(r,t) · r]. Additional gradients and/or RF-excitation pulses are used to refocus the magnetization into
an echo (Figure 79.7c through f). The precessing transverse component of the magnetization (Mxy =
Mx + jMy) induces a signal (EMF) in the receiver coil, and this is recorded during echo formation. The
experiment is repeated many times (normally 128 to 256) using predetermined gradient strengths [93]
so that a complete data set is collected. These data are in spatial-frequency space (known as k-space) and
images are reconstructed after taking the multidimensional Fourier transform of k-space [94]. Gradients
can be used to encode spatial information along all axes, so either two-dimensional (planar) or three-
dimensional (volume) imaging is possible with MR.

MR Image Contrast

Excited spins undergo two principal relaxation processes, spin–lattice and spin–spin relaxation. Spin–lat-
tice relaxation occurs when spins lose energy to surrounding molecules and return to the equilibrium
position, M0. Spin–spin relaxation is due to local interactions which cause spins to precess at different
rates, resulting in a reduction in Mxy (Figure 79.7d). Field inhomogeneity due to an imperfect magnet is
reversible (dB(r)), while inhomogeneity due to variations in local chemical structure is not. The relaxation
times T1 and T2 characterize spin–lattice and spin–spin relaxation processes, respectively, and from the
Bloch equation (Equation 79.8) the following equations can be derived for the relaxation of spins tipped
by a = 90° at t = 0:

(79.9)

Together with the differences in the inherent proton density between tissues, differences in T1 and T2
are the basis of the contrast seen in MR images. A spin-echo (SE) acquisition uses one or more additional
RF excitations with a = 180° to refocus the reversible component of spin–spin relaxation so that one or
more echoes are formed. Equation 79.9 shows that images with primarily T1 weighting, T2 weighting,
or proton density weighting result when relative to T1 and T2: TR and TE are short, TR and TE are long,
and TR is long and TE is short, respectively. In practice, images with a pure weighting are not obtainable
because image contrast is due to a mixture of these contrast mechanisms. Gradient-recalled echo (GRE)
imaging uses additional gradients, instead of an a = 180° pulse, to produce echoes and results in images
with significantly shorter TR and TE than SE techniques. GRE images, however, do not refocus the
reversible component of spin–spin relaxation and are thus susceptible to T2* signal loss, where 1/T2* =
1/T2 + 2pg|dB(r)|. This leads to lower signal-to-noise in GRE images compared with SE images. Since
TR is short compared with T1, GRE images tend to have T1 weighting. If TE approaches T2*, then the
T2* weighting becomes significant.

MR Instrumentation

The key components of a modern MR imaging system include a magnet, a pulse sequencer, gradient and
shim coils, and an RF transmitter/receiver — the function of which are controlled by a host computer
(Figure 79.8). To obtain the B0-field, most commercial scanners use superconducting magnets, although
some special-purpose (and often lower-cost) scanners may use resistive magnets. Superconducting mag-
nets generally have field strengths between 0.5 and 4.0 T, while resistive magnets normally have field
strengths < 0.3 T. The improved signal-to-noise ratio obtained with superconducting designs is offset by
the need for periodic cryogen replacement. More modern magnets, however, minimize this cost by
including a cryogen reliquefier. Two sets of auxiliary gradient coils are located within the main magnet
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to provide spatially varying fields, G(r,t), and to allow shimming of the B0-field. Current gradient coil
hardware can generate maximum gradients of up to 40 mT/m with rise times of 120 ms and allow fields
of view from 4 to 48 cm. Shim coils improve the homogeneity of the B0 field by decreasing dB(r) to a
few parts per million in order to minimize T2* effects and spatial distortions. Modern scanners incor-
porate a digital RF subsystem which excites the spins and then records the emitted signals via one or
more RF coils within the magnet. An RF synthesizer is coupled to both the RF transmitter and receiver,
so that synchronous detection is possible. The RF system is connected either to separate transmit and
receive coil(s) or to a combined transmit/receive coil(s).

To acquire an MR image, the host computer interacts with the operator who defines the imaging
parameters (such as a, TR and TE, slice location, and field of view). The parameters are then translated
into instructions which are executed on a synchronous state machine known as a pulse sequencer. This
device provides real-time control of the gradient and RF waveforms as well as other control functions,
such as unblanking the RF receiver and enabling the ADC during an echo. Data are collected and
demodulated by the receiver, and then images are reconstructed using specialized hardware built normally
around a fast-array processor. The images are sent to the host computer for operator station display,
archival or filming. In addition, many MR scanners incorporate devices for monitoring heart and
respiration rate, and allow these signals to trigger or gate image acquisition. Future MR imaging systems
will probably include higher B0-field and gradients, and faster data processing/reconstruction hardware.
In addition to current imaging apparatus, it is likely that dedicated instruments will be increasingly used
to study the heart and for performing neurofunctional imaging and MR-guided interventional procedures.
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