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88.1 Introduction

What Is a Communication Network?

A communication network provides a system by which multiple users may share a single communication
path (or medium) to exchange information. The telephone system is an example of a system containing
many communication networks, which can be considered to be a single communication network as an
abstract example. Communication networks are commonly used in various industries and applications
to provide an economical means to allow multiple, geographically separated users to exchange information.

Ordinary Sensors vs. Networked Sensors

A definition of the function of a sensor is to map or convert one measured variable (e.g., spatial,
mechanical, electromagnetic, etc.) into another — usually electric — variable or signal. This signal may
then be passed to a measurement or processing system for capture and analysis, or as a direct input to
some controlled process. In this case, the measured variable is represented as an electric signal. This
signal must be handled individually by the measurement system, and it may also be subject to corruption
from a variety of sources, such as electromagnetic interference in the case of an electric signal.
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In applications where a number of sensing devices are needed, and/or where the sensing devices are
distributed geographically (or are distant from the measurement and analysis system), the application
designer may wish to use a communication network to transmit sensor data from the measurement point
to the measurement and analysis system. Such applications typically involve some sort of digital com-
puting machinery at the measurement and analysis point, or as part of the control system. Figure 88.1
depicts a representative block diagram of a sensor/network system showing the relationship of the various
components.

Networked sensors can be distinguished into two components: those performing the measurement
function, and those components performing the communication function. In some cases, these two
functions may be designed as a single unit, such that the “sensor” intrinsically includes communication
capability. In other cases, an ordinary sensor may be connected to a conversion unit, which converts the
output signal of the ordinary sensor into a form suitable for the network, and manages the delivery of
this information on the network.

Why Use Networked Sensors?

Network communication combined with sensor technology can provide several benefits to an application,
as well as to the sensor designer. The most obvious benefit of a network is the simplification of the wiring
for the transmission of the signals from one place to another. For a system containing N users, the number
of wires or cables T required to individually connect each user with each other user is given by
Equation 88.1:

(88.1)

assuming each wire or cable can carry information in both directions between the two users connected
by that cable. For more than a few users, the number of cables required (T) to provide an individual
connection between each pair of users is large. Sensors are often connected to a central measurement
and analysis system, and may only need to communicate with the central system. In this case, the number

FIGURE 88.1 A networked sensor is an ordinary sensor with network communication components added.
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of individual wires or cables needed is equal to the number of sensors (N – 1). Even with this smaller
number of cables, the wiring for a large number of sensors in some applications can be quite complex.
A network may be able to reduce the total number of cables required to a much smaller number. In fact,
in a sensor network, all of the sensors and the central measurement and analysis system can be connected
to a single cable.

An indirect benefit of networking may be in its handling of the sensor signal. Because most modern
networks are digital in nature, an analog sensor signal typically must be digitized before it can be
transmitted on a network. With a networked sensor, the digitization will typically be carried out by
circuitry in relatively close proximity to the sensor. As a result, the analog signal will have traveled a short
distance before being converted to a digital signal. This can be a benefit in two ways. The first is that the
analog signal will not suffer as much attenuation or degradation due to electric losses associated with
carrying a signal over a great distance. The second is that once in digital form, the “signal” can be made
relatively immune to the effects of distortion or degradation due to electromagnetic interference (EMI).
Although digital transmission of signals is still subject to EMI, modern protocols and transmission
systems can be designed to be very robust, using signaling that is resistant to EMI as well as using error
control techniques. As a result, the effect of attenuation and disturbances can be essentially eliminated
by digital transmission of the signal.

Another benefit of networking is the ability to communicate a much wider range of information —
in both directions — when compared with a single cable carrying a sensor signal. With many modern
networks suitable for networked sensing applications, a microprocessor is used at the sensor to manage
the handling of the sensor signal and its transmission on the network. But there is generally no need to
limit the microprocessor to this one function alone. The combination of the network and the micropro-
cessor provides a platform upon which many additional functions and features can be incorporated into
the networked sensor. For example, the signal of a sensor may need a certain calibration or correction
function applied to it before it can be used in calculations. It may be beneficial to load into the networked
sensor (through the network) a set of correction parameters or coefficients, and then have the micro-
processor correct or calibrate the output of the sensor before transmitting it to the network. Sensors can
be easily designed to have multiple sensing functions, such as temperature and pressure, for example.
Each signal can be handled separately and transmitted separately on the network, with no need for
additional connections. Sensors may be designed to store certain types of information, such as the name
of the manufacturer, or certain calibration parameters determined by the manufacturer at the time of
manufacture. This information can then be read out over the network and used for a variety of purposes.
A sensor can even be designed to have “intelligent” functions, such as the ability to sense its environment
and determine when certain parameters have been exceeded (such as operating temperature range), or
report a special message containing an “alarm” when the sensor signal level exceeds a certain threshold.
The combination of the network and the microprocessor leads to an endless variety of functions and
features that can be added to the basic sensor technology.

Potential Problems with Networked Sensors

Networked sensors will generally require more complex circuitry than equivalent, nonnetworked sensors.
A drawback of analog-to-digital (A/D) conversion and digital transmission of signals is the time and
level quantization effect that A/D conversion can have on the analog signal. These effects can be mitigated
with modern, high-speed A/D converters (to minimize the effect of time quantization, or the sampling
effect) with the ability to convert in high resolution (i.e., using a large number of digital bits to represent
the analog signal level). These drawbacks are not unique to networked sensors but rather to digitized
sensor values and digital control whether or not it uses a network. Finally, the capacity of the network
to carry information (the bandwidth) must be considered in any communication system. Putting a large
number of sensors on a single network may overload the information-carrying capability of the network,
resulting in queuing delays in the reception of sensor signals and, in some cases, lost data.
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88.2 Communication and Networking Concepts

In order to be able to select an appropriate network technology, it is necessary to understand some basic
terminology so that the features and capabilities of various networks and technologies can be categorized
and compared.

Station

A station represents a single communicating element on a network system. Each user of the network
must access the communication capability of the network via a station. Each station will typically have
some implementation of the open systems interconnection (OSI) network reference model as the means
of utilizing the network system.

Media Access

Media access is the method by which individual stations determine when they are permitted to transmit,
or “use” the media. Media access control (MAC) is a function that is usually performed in the data link
layer of the OSI reference model. Some well-known methods of media access control include carrier
sense multiple access with collision detection (CSMA/CD) and token passing. CSMA/CD systems (such
as Ethernet) allow all stations on a network equal access. Each station must “listen” to the network to
determine periods of inactivity before transmitting. Any station wishing to use the network may begin
transmitting providing the network is inactive when it checks for activity. If multiple stations attempt to
transmit simultaneously, a collision occurs. This is detected by all transmitting stations, which all must
immediately stop transmitting and each wait a randomly determined period of time, before attempting
to use the network again. Controller area network (CAN), for example, uses a variant of CSMA/CD for
media access. Token-passing systems have a logical “token” which is exchanged among stations via
network messaging. The station that holds the token has permission to transmit. All other stations are
only permitted to receive messages. Stations wishing to transmit but not having the token must wait
until the station holding the token passes it on. Another commonly used method of media access control
is master–slave. In this method, one station on the network (designated the master) is generally in charge
of, and originates, all communications. Slaves only respond to the master, and only respond when the
master initiates communications with them via sending a message to the slave. Profibus-FMS (see below)
is an example of a protocol which uses both token passing (in some cases) and master–slave (in some
cases) to control media access.

Bandwidth

Bandwidth may have several different definitions. For digital communication systems, bandwidth
describes the capacity of the system to transport digital data from one place to another. This term may
be applied to the raw capability of the physical and data link layers to transport message data (raw
bandwidth, closely related to the bit rate concept) or it may be applied to the effective rate at which user-
meaningful information is transported (effective bandwidth). The bandwidth of a given system is generally
inversely proportional to the worst-case node-to-node distance. The smaller the network span, the higher
its bandwidth can be.

Addressing

Addressing is a concept that assigns generally unique identifiers to each station in a network system. This
identifier (the address) can then be used by the network for a variety of purposes, including identifying
the origin and/or destination of messages, or arbitrating access to a shared communications medium.
Another addressing or identifier concept assigns unique identifiers not to stations, but to unique pieces
of data or signals that will be carried by the network. Stations then use an identifier according to what
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type of data they will be transmitting. Many, but not all networking methods require establishment of
an explicit address for each network station.

Arbitration

Arbitration is a function closely related to MAC. Arbitration is used by some networks to define the
procedure followed when multiple stations wish to use the network simultaneously.

Signaling

Signaling refers to the actual physical (e.g., electrical, optical, or other) representation of data as it is
carried on the media. For example, in some networks, data elements may be represented by certain
voltage levels or waveforms in the media. In other networks, data elements may be represented by the
presence of certain wavelengths of light in the media. The association of all the representable data elements
(e.g., 0/1 or on/off) with the corresponding signal representations in the media is the signaling scheme
or method. An important signaling method where electric wires are used as the medium is differential
signaling. Differential signaling represents a particular data element (1 or 0) as two different states on a
pair of wires. Determining the data element requires measuring the voltage difference between the two
wires, not the absolute level of the voltage on either wire. Different data elements are then represented
by the (signed) voltage difference between the two wires. For example, RS-485 represents a digital 1 data
element as a 5-V signal level on the first wire and a 0-V signal level on the second wire, and a digital 0
as a 0-V signal level on the first wire and 5-V signal level on the second wire. One of the principal benefits
of differential signaling is that it is possible to determine the data being transmitted without knowing
the ground reference potential of the transmitter. This allows the transmitter and receiver to operate
reliably, even when they have different ground potentials (within limits), which is a common occurrence
in communication systems.

Encoding

Encoding refers to the process of translating user-meaningful information into data elements or groups
of data elements to be transported by the network system. A code book refers to the set of all relationships
between user-meaningful information and data carried by the network. Encoding may occur at several
levels within the OSI reference model, as user-meaningful information is transformed successively until
it becomes an actual network message, produced by the data link layer. Decoding is the reverse process,
whereby a network message is successively translated back into user-meaningful information.

Modulation

Modulation in a classical sense refers to a signaling technique by which data or information is used to
control some combination of the frequency, phase, and/or amplitude of a carrier signal. The carrier signal
carries the information to a remote receiver where it will be demodulated to retrieve the information.
Modulated network systems are outside the scope of this chapter.

Message

A message is the fundamental, indivisible unit of information which is exchanged between stations. User-
meaningful information will be grouped into one or more messages by the OSI network reference model.

Multiplexing

Multiplexing refers to the ability to use the media in a network to carry multiple messages or information
streams “simultaneously.” Multiplexed systems allow several communication channels to use the same
physical wire or media. Each message or information stream may have different sources and destinations.
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Multiplexing may be accomplished using a variety of means. Time division multiplexing (TDM) involves
breaking access to the media into a series of time quanta. During each time quantum, the media carries
a separate message or information stream. The close arrangement of time quanta allows the network
media to carry multiple messages “simultaneously.” Code division multiplexing (CDM) involves the
separation of the code book (see Encoding) into sections. Each section of the code book provides all of
the messages that will be used for a particular information stream. Therefore, a particular information
stream within the network media is distinguished by all of the messages that belong to the section of the
code book for that stream. Frequency division multiplexing (FDM) divides an available bandwidth of a
communication channel into several frequency ranges, and assigns one information stream to each
frequency range.

Protocols

A protocol is a defined method of information exchange. Protocols typically are defined at several levels
within the OSI network reference model, such as at the application layer and at the data link layer.
Protocols are used to define how the services provided by a particular layer are to be exercised, and how
the results of these services are to be interpreted.

Service

A service represents a specific function or operation that is supported by a particular layer in the OSI
network reference model. For example, an application layer service might be provided for the reading
of or writing to a data element contained in another device (or station) on the network. This service
might make use of a data link layer service which might be provided for supporting the exchange of a
message with another device (or station) on the network.

Topology

Topology refers to the physical or geographic layout or arrangement of a network. Certain types of
canonical topologies are commonly discussed in the context of networks, such as trunkline/branchline,
star (or hub), ring, and daisy chain.

Bit Rate

Bit rate refers to the speed at which binary pieces of information (bits) are transmitted on a particular
network. The raw bit rate of a network generally refers to the actual speed of transmission of bits on the
network. The effective bit rate — or throughput — generally refers to the speed at which user information
is transmitted. This number is less than or equal to the raw bit rate, depending on what percentage of
the bits transmitted is used for carrying user information. The bits not carrying user information are
overhead, used to carry protocol, timing, or other network information.

Duplex (Half and Full Duplex)

Half duplex refers to a communication system in which a station can either transmit information or
receive information, but not both simultaneously. A full duplex network allows a station to transmit
information and receive information simultaneously.

Error Control

Many network systems provide mechanisms to control errors. Error control has four aspects: prevention,
detection, correction, and isolation. Error prevention may simply be shielding for the media to minimize
electromagnetic disturbances, or it may be more complicated, such as signal sampling control to optimize
the probability that a signal will be in the correct state when sampled. Error detection generally depends
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on detecting violations of protocol rules at various network levels, or violations of computed data added
to a message for error control purposes. Some examples of error detection techniques are parity and
cyclic redundancy check (CRC). Both methods involve the computation of additional bits of information
based on the data that is contained in a message, and appending these bits to the message. For example,
a particular protocol may require that the data link layer compute and append a CRC to a message prior
to transmission. The receiver of the message may then also compute the CRC and compare it to the CRC
which has been appended to the message. If a mismatch exists, then it is assumed an error has occurred.
Error correction may take on a variety of forms. One of the simplest methods of error correction is to
require that the data link layer of the transmitter retransmit a message which has been detected to have
an error during transmission. This method is based on the assumption that the error was caused by a
disturbance which is unlikely to occur again. Another method of error correction involves transmission
of additional bits of information along with the user information in a message. These additional bits of
information are computed by the transmitter to provide redundant information in the message. When
fewer than a certain number of bit-level errors have occurred during the transmission of the message,
the receiver is able to reconstruct the original user information accurately using the redundant informa-
tion (bits) supplied within the message. Error isolation is a capability of some networks to localize the
source of errors and isolate the sections of the network or the stations at which the errors have been
localized. Error isolation allows the fault-free portions of the network to continue communicating even
when other portions of the network have degraded to the point of generating errors.

Internetworking

There are occasions when communications between two or more points are best handled by multiple
networks. This may be the case when a single network has limitations that prevent it from tying the
points together (e.g., distance limits) or when multiple networks are required for other reasons (e.g., to
carry different types of data). When multiple networks are used to provide communications, there may
be a need to pass messages or information directly from one network to another.

A repeater may be used when the networks to be joined are logically identical, and the purpose is
simply to extend the length of the network or extend its capabilities in some way. A repeater generally
has no effect on messages, and simply carries all messages from one cable or port to another (i.e., a
change of physical media). A repeater allows for connection of networks at the physical layer level.

A bridge is similar to a repeater, but allows for connection of networks at the data link layer level.
Generally, a bridge will pass all messages from one network to another, by passing messages at the data
link layer level.

A router usually has the function of partitioning similar networks. Two networks may be based on
the same technologies and protocol, but may not be logically identical. In these cases, some, but not all,
of the messages on one network may need to be carried or transported to the other network. The router
has the function of determining which messages to pass back and forth based on certain rules. Functions
to enable efficient, automatic routing of messages may be included in layer 3 (the network layer) of the
OSI network reference model, and a router allows for connection of networks at the network layer level.

A gateway may have a function similar to a router, or it may have the function of joining dissimilar
networks, i.e., networks based on dissimilar technologies and/or protocols. When functioning like a
router, a gateway usually performs its discrimination at a higher protocol level than a router. When a
gateway joins dissimilar networks, generally a more complex set of rules must be designed into the
gateway so that message translation, mapping, and routing can occur within the gateway as it determines
which messages to pass from one network to the other.

ISO/OSI Network Reference Model

The explosion in the use and types of communication networks over the last several decades has led to
more precise descriptions and treatment of communication networks in general. The International
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Organization for Standardization (ISO) has recognized one such method of precise description of net-
works, called the OSI reference model [1]. As shown in Figure 88.2, this model decomposes an arbitrary
communication network into a “stack” of seven “layers.” At each layer, certain types of network commu-
nication functions are described. The user of the communication system — usually another system that
needs to communicate on the network — interacts with layer 7, the highest layer. The actual transmission
medium (e.g., copper cable, fiber optic, free space, etc.) is connected to layer 1, the lowest layer. Most
communication networks do not implement all of the layers in the reference model. In this case, formal
definition, treatment, or inclusion of certain layers of the model in the actual network design are omitted.
Layers 1, 2, and 7 are typically present in all networks, but the other layers may only be explicitly included
or identifiable when their function is an important part of the network communications. In many sensor
communication networks, the functions performed by layers 3,4,5, and 6 are “collapsed” into vestigial
additions to the functions of layer 7, the application layer.

Physical Layer

The physical layer is the lowest layer of the model. This layer is responsible for converting between the
symbolic or data representation of the network messages and the actual physical representation of data
in the network medium. This layer specifies the behavior of the electric circuits referred to as the
transmitter and the receiver. It also defines physical structures for connectors.

FIGURE 88.2 The ISO-OSI Seven Layer 
Model provides a method for segmenting 
communication functions
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Data Link Layer

The data link layer, or layer 2, is responsible for several functions. This layer manages access to the network
medium (MAC), structures the bits of information into well-defined groups identified as “frames” or
messages, handles identification of source and destination stations on the network, and provides for
error-free transmission of a message from source to destination stations, all according to the data link
layer protocol. A number of standard data link layer protocols exist, which act as the basis for many of
the communication networks in wide use. Ethernet, or IEEE 802.3, for example, specifies a MAC sublayer
that works with the IEEE 802.2 Logical Link Control layer to form the data link layer protocol used in
the majority of office information networks [2].

Network Layer

The network layer encapsulates functions related to routing of messages, both within a single network
and among multiple networks. This layer typically uses addressing in a variety of forms as a key part of
the functions of directing and routing messages, and the search and usage of the available communication
paths.

Transport Layer

The transport layer provides any additional data transfer functions not directly provided by the data link
layer for end-to-end reliable messaging. For example, some data transfer functions between stations may
require the use of multiple data link layer messages to accomplish a reliable message transfer. The generation
of multiple messages and the sequential disassembly, delivery, and assembly of data is accomplished by
the transport layer. The transport layer also recovers from lost, duplicated and misordered messages.

Session Layer

The session layer provides for a higher level of control and management of network usage and data flow
than that provided at lower layers, including opening or building up a communication channel, main-
taining the channel, and closing the channel. This layer is infrequently implemented in contemporary
systems.

Presentation Layer

The presentation layer provides functions to transform data from formats that are transportable by the
network to the user-accessible formats that are defined in the application layer and understood in the
local station.

Application Layer

The application layer, or layer 7, provides communication services directly to the user application. The
usage and formatting of these services is summarized in the application layer protocol. The user interacts
with the network by invoking functions and services provided by the application layer and passing data
to and from the network through these services.

88.3 Network Technologies

There is a wide range of technologies in various stages of development and standardization, which address
virtually all levels or layers of the ISO/OSI network reference model. One or more of the available
technologies will probably suit almost any networking need. An analysis of the available technologies
and their limitations will also be beneficial if it is deemed that a networking method must be designed
to meet a particular application. The selection and description of technologies is by no means complete
or exhaustive. The technologies presented are selected from several industries which make common use
of networking to communicate sensor data. Figure 88.4 provides a comparison of selected parameters
for a set of networks.
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RS-232

RS-232 (ANSI/EIA/TIA-232-E-91) is a widely used method of communication, which has been stan-
dardized in a variety of places including the Electronics Industry Association [3]. RS-232 represents
elements of layer 1 of the OSI model, for communicating between two (and only two) stations. RS-232
provides a separate wire for transmission of data in each direction between the two stations, and gives
the two stations different designations — data terminal equipment (DTE), and data communications
equipment (DCE) — so that a method exists to distinguish which station will use which wire to transmit
and receive. The signal levels for RS-232 represent a digital 1 bit as a voltage in the range of 5 to 12 V
on the wire, and a digital 0 bit as a voltage of negative 5 to 12 V on the wire. RS-232 is typically
implemented in a full duplex fashion, since each station can transmit to the other simultaneously using
separate wires. RS-232 can be made to operate at a variety of bit rates, but typically is used at bit rates
from 300 bit/s up to 115,200 bit/s.

RS-485

EIA RS-485 was made a standard in 1983, derived from the RS-422 standard. RS-485 provides for
differential transmission of data on a pair of wires among 32 or more stations. Like RS-232, the standard
is a layer 1 specification. RS-485 provides for half duplex communication, since a station cannot simul-
taneously transmit and receive independent data streams. Each station in an RS-485 system can have
either a transmitter or a receiver, or both (commonly called a transceiver). Most implementations provide
a transceiver. When one transceiver is transmitting, all others should be receiving (i.e., not transmitting).
Which station is allowed to transmit at which time is not specified in the standard, and must be covered
by a higher layer protocol (e.g., Interbus-S, Profibus-DP). Figure 88.3 shows a sample RS-485 waveform,
indicating the differential nature of the signaling.

Seriplex1

Seriplex® is a digital, serial multiplexing system developed by Automated Process Control, Inc., in Jackson,
MS. Square D Corporation purchased Automated Process Control and the rights to Seriplex in 1995,
and subsequently launched Seriplex Technology Organization (STO) to manage the protocol. Seriplex is
designed to be particularly efficient at handling large numbers of digital or on/off input and output
points. Seriplex provides three communication wires, one for a clock signal, one for a data signal, and a
ground reference. The system can be operated in two different modes (peer-to-peer and master–slave).
In master–slave mode, one station is designated the master. The master synchronizes all data transmission
among stations by driving a digital waveform on the clock line which all stations listen to and use for
timing of transmit and receive operations. The master generates a repetitive pattern on the clock line

1Seriplex is a trademark of the Seriplex Technology Organization.

FIGURE 88.3 A sample RS-485 waveform showing voltages on differential wire pair (V1, V2) and superimposed bit
intervals showing 0 and 1 bits. The ground reference is arbitrary within the defined signaling range.
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which causes all stations to transmit and/or receive data on each cycle, or “scan” of the network. Each
station is given an address, and uses the address along with the clock signal to determine when to drive
the data line (in the case of an input point) or when to monitor the data line for valid output data (in
the case of an output point). There are variations possible in implementation which allow for various
clock speeds and bit rates (16, 100, and 200 kHz). Other protocol details allow for the handling of analog
or multibit input and output points (by combining several bits on sequential scans together), bus fault
detection, input redundancy, and communication error control using multiple scans of the network.
Implementing the protocol in a sensor or other device typically requires using a Seriplex ASIC (Appli-
cation Specific Integrated Circuit) which must be licensed from the STO [4].

AS-i

Actuator Sensor Interface, or AS-i, was developed by a consortium of primarily European companies
interested in developing a low-cost, flexible method for connecting sensors and actuators at the lowest
levels of industrial control systems. The system is managed by an independent worldwide organization
[5]. The AS-i system provides a two-wire, nontwisted cable for interconnection of devices. Devices may
draw current from the two wires (nominally at 24 V dc) for powering circuitry, and the data communi-
cations are modulated on top of the nominal dc level at a bit rate of 167 kHz, under the control of the
master. A single parity bit per station is used for error detection. Similar to Seriplex, an AS-i device is
typically implemented using a special ASIC which handles the communication.

Interbus-S

Interbus-S was developed by Phoenix Contact [6] and is controlled by the Interbus-S Club. The topology
of the network is a ring, with data being sequentially shifted from point to point on the ring under the
control of a network master. Each device in the ring acts as a shift register, transmitting and receiving
data simultaneously at 500 kHz. The actual serial data transmission between stations conforms to RS-485.
Interbus-S transmissions include a CRC for error detection. Interbus-S (Interbus-S Remote Bus) has also
been extended to include a subprotocol called Interbus-Sensor Loop (or Interbus-S Local Bus). This
subprotocol provides an alternate physical layer, with a single twisted pair carrying power and data on
the same lines, and a reduction in the minimum size of the shift register in each station from 16 to 4 bits.
Each Interbus sensor loop system can act as a single station on an Interbus-S network, or the sensor loop
can be connected directly to a controller or master. Interbus-S devices are usually implemented with a
special ASIC.

FIGURE 88.4 A comparison of selected parameters (maximum values) for various network technologies.** Notes:
P-P = point to point; D-C = daisy-chain; T-B = trunkline-branchline; TP = twisted pair; STP = shielded twisted pair;
UP = unshielded pair. * Maximum 400 m between stations. ** Maximum parameters for networks are not achievable
simultaneously, and do not include repeaters, routers, or gateways. Maximum parameters are estimates based on
available information.
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CAN

Controller Area Network (CAN) is a data link layer (layer 2) network technology developed by Robert
Bosch Corporation [7], with an application target of onboard automotive networking. The technology
is standardized in ISO 11898 [8], licensed to all major integrated circuit manufacturers, and is widely
available — both as separate CAN controllers as well as CAN controllers integrated with microprocessors.
As a result, CAN has been used in a variety of industries. As a data link layer technology, it is not a
complete network definition. A number of physical layer options are usable with CAN (e.g., twisted pair,
fiber optic, radio frequency wireless) and some have been subject to standardization (e.g., ISO 11898).
Also, a number of application layer protocols have been developed for use with CAN, such as DeviceNet,
Smart Distributed System (SDS), CANOpen [9], and SAE J1939 [10]. Both DeviceNet [11] and Smart
Distributed System [12] have developed systems for creating networks of industrial field devices for the
factory floor, including sensors and actuators.

4 to 20 mA Current Loop

The 4 to 20 mA current loop is a widely used method for transferring information from one station (the
transmitter) to another station (the receiver). Therefore, this system allows for only two stations. A typical
current loop system assigns a sensing range (e.g., 0 to 100°C) to the current range between 4 and 20 mA.
A loop exists (i.e., two wires) between the transmitter and receiver. The transmitter can impress a certain
current in the loop (using a controlled current source) so that the receiver can measure the current in
the loop (e.g., by placing a small resistor in series with the loop and measuring the voltage drop across
the resistor). After measuring the current, the receiver can then determine the present level of the sensed
signal within the defined sensing range. This method uses current signaling, instead of voltage signaling,
and therefore is relatively unaffected by potential differences between the transmitter and the receiver.
This is similar to the benefit of differential (voltage) signaling, which also requires two wires. Another
characteristic of this method is that it is not primarily digital in nature, as many other sensor commu-
nication systems are. The measured value can vary continuously in the range of 4 to 20 mA, and therefore
can easily represent an analog sensing range, rather than a set of digital signals. Also, the signal is
continuously variable and available. Another characteristic of this method is that the integrity of the loop
can be verified. As long as the loop is unbroken and the transmitter is in good working order, the current
in the loop should never fall below 4 mA. If the current approaches 0 mA, then the receiver can determine
that a fault exists — perhaps a broken cable. These systems are widely used in various process control
industries (e.g., oil refining) for connecting sensors (transmitters) with control computers. Because one
station is always the transmitter and one station is always the receiver, this is a unidirectional, half duplex
communication system.

HART2

HART® is a protocol which builds upon 4 to 20 mA communication systems. The basic idea is that
additional data (beyond the basic sensor signal being carried in the current loop) can be transmitted by
modulating a signal on top of the current flowing in the loop. The actual modulation method conforms
closely to the Bell 202 standard for analog modem communications on telephone lines at 1200 bit/s.
Because a 4 to 20 mA current loop carries a relatively slowly varying signal, it is easy to separate the 4 to
20 mA signal from the digital signal using filters. The Bell 202 standard uses continuous-phase frequency
shift keying between two frequencies at up to 1200 shifts/s to modulate digital ones and zeros onto the
4 to 20 mA current loop. This method allows for bidirectional, full duplex communication between the
two stations, on top of the 4 to 20 mA signal. It is also possible to configure HART communications on
a network that is not carrying a 4 to 20 mA signal, in which case up to 15 devices can be connected
together on the network. HART was developed by Fisher-Rosemount Corporation, and has been trans-

2HART is a trademark of the HART Communications Foundation.
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ferred to an independent foundation for management [13]. Because HART is compatible with U.S.
telephone systems, it can theoretically be run over the telephone line and is therefore capable of running
over arbitrarily long distances.

Profibus

Profibus (PROcess FIeld BUS) is one of three networks standardized by a European standard [14].
Profibus is under the control of a global organization, PNO [15]. Profibus is an umbrella network standard
which encompasses three subnetworks within the Profibus family. Profibus-DP (Distributed Periphery)
is the variant which is designed specifically for communication with field devices (sensors and actuators)
at the device I/O level. Profibus-PA (Process Automation) is a variant which has more capabilities designed
to support the needs of device-level networking for process industries, such as oil refining. One of the
capabilities of Profibus-PA is its ability to be installed in an intrinsically safe way, thus providing a higher
degree of safety in environments which may be explosive or otherwise hazardous. Profibus-PA typically
uses a special physical layer specification standardized under IEC 1158-2, which is used by several network
systems for process automation applications. IEC 1158-2 specifies a two-wire twisted pair implementation
carrying both power and data on the same two wires at 31.25 kbit/s. Profibus-FMS (Fieldbus Messaging
Specification) represents the highest level implementation, which is used to link together controllers (not
field or I/O devices) in a factory.

Profibus-DP systems are typically master–slave systems, where usually a single network master (the host
controller) communicates with a number of slave devices (remote I/O blocks and other I/O devices). The
protocol provides for cyclic exchange of I/O information as well as on-demand exchange of other types
of information. Profibus-DP can be implemented on several different physical layers, including RS-485
and fiber optics, at various bit rates up to 12 Mbit/s. Profibus messages include a CRC for error detection.

Foundation Fieldbus

Foundation Fieldbus (FF) is a networking standard which has grown out of an effort within industry
standards organizations, especially ISA-SP50 [16], and IEC SC65C/WG6 [17], to provide a replacement
for the 4 to 20 mA analog sensor communication standard. FF provides two basic levels of networking:
H1 and H2. H1 is a lower-speed system that can provide intrinsically safe (IS) operation and uses a single
twisted pair to deliver both power and data communications to field devices, according to IEC 1158-2.
Running at a bit rate of 31.25 kbit/s, H1 is very similar to Profibus-PA, when run on the IEC 1158-2
physical layer standard. The H1 system is designed to be able to connect hierarchically “upward” to an
H2 system, which acts as the host. FF H2 can be run at either 1 or 2.5 Mbit/s on twisted pair wires, and
also provides an IS option at the 1 Mbit/s rate. The H2 system can act as a network backbone in a factory
environment, carrying data among various H1 systems.

WorldFIP

WorldFIP [18] is another technology of the three that were standardized in the European standard EN
50 170, running on the IEC 1158-2 physical layer. Many of the proponents of WorldFIP have embraced
FF, and contributed to the development of that standard. WorldFIP is a member of the FF, and FF has
incorporated many of the capabilities of WorldFIP as a result. When run on the IEC 1158-2 physical
layer, WorldFIP has similar capabilities to FF.

LonWorks3

LonWorks® is a networking technology developed and controlled by the Echelon Corporation [19].
LonWorks is designed to be a general-purpose networking technology suitable for a variety of industries.

3LonWorks, LonTalk, and Neuron are trademarks of the Echelon Corporation.
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LonWorks has been applied extensively in the building automation and control industry, as well as a
variety of other industries. The core LonWorks technology for devices is contained in special integrated
circuits — called Neuron® chips — which combine several microprocessors to manage the network,
communications, and provide a general-purpose control environment. These chips are available from
Motorola, Inc., and the Toshiba Corporation, which are licensees of the LonWorks technology. Echelon
has also announced the possibility to license the LonTalk® protocol to other manufacturers for imple-
mentation in other microprocessors. LonWorks networks can be implemented on a variety of physical
layers, including twisted pair at several bit rates and wireless options at 4800 bit/s, but the most common
is a differential twisted pair system running at 78 kbit/s. Most of the networking details (the LonTalk
protocol) are hidden from the user, and are encapsulated as functions within the general-purpose control
environment. The user programs (using a language like the C programming language) the Neuron chip
for each station to behave in a certain way and communicate various data items to other stations. Then,
specialized tools are used to tie all of the stations together (handling addressing and other network details)
to yield a functioning network. The system combines flexibility with a certain amount of ease of imple-
mentation, and can easily be applied to a variety of applications.

88.4 Applying Network Communications

Shielding

Many communication networks require shielding of the media (the cable). Shielding constitutes an
electric conductor which completely encases the communication media (e.g., twisted pair) to provide
protection against EMI. Shielding provides an electric conductive barrier to attenuate electromagnetic
waves external to the shield, and provides a conduction path by which induced currents can be circulated
and returned to the source, typically via a ground reference connection. Shields in communication
systems are often grounded at only a single point. This single point of ground prevents the shield from
participating in a “ground loop,” which is an alternative path for current to flow between two points of
potential difference connected to a common ground. Ground loops can lead to noise problems, and can
be destructive if the stray currents are large enough, since a shield ground is usually not constructed to
carry heavy currents.

Media

The most common media types for network systems fall into three categories: electric, optical, and
electromagnetic. Electric media are based on conductors (e.g., copper wire), whereas optical media are
based on optical waveguides, or fiber optics. Electromagnetic media consists of free space, or general
electromagnetic wave-permeable materials, and are referred to as wireless systems. Within the category
of electric media are a large variety of conductor configurations. The most common are unshielded pair,
unshielded twisted pair (UTP), shielded twisted pair (STP), and coaxial (COAX). These conductor
configurations have various properties which are significant for the transmission of electric signals, as
well as varying degrees of immunity to EMI. As a rule of thumb, the quality of the transmission line
characteristics (signal transmission and immunity to EMI) improves in the order listed. Twisted pair
systems are generally easier to install, whereas coaxial and fiber-optic systems generally require more
specialized tools and termination methods. Of course, wireless systems are easy to install, but attention
must still be paid to the media. The characteristics of the free space such as distance and amount of EMI
present must be considered for reliable operation of the network.

Bit Rate

Some networks provide only one choice of bit rate, whereas others provide user-selectable options for
bit rate. Bit-rate options may be dependent on the type of media that is installed. As a rule of thumb,
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the bit rate chosen should be the lowest possible bit rate that still supports the application requirements
for speed of data transfer and overall bandwidth. This generally results in more reliable operation, and
generally gives the network more immunity to minor degradations, specification violations, and EMI.

Topologies

There are a variety of network topologies that are commonly used. Topology refers to the physical
arrangement and interconnection of stations by the media. Some networks can be run using several
different topologies; some can only be run with a certain topology (e.g., Interbus-S requires a ring
topology). The most common topologies are daisychain, trunkline–branchline, ring, and star. Variations
on these exist, and networks that incorporate or can be run on highly varied topologies are sometimes
called free-form, tree, or free topology networks. Figure 88.5 depicts graphically several different types
of topologies. In some cases, networks require certain topologies. Deviating from these can cause deg-
radation in network behavior (e.g., corruption of messages) or network failure.

Configuration

Most networks involve some sort of configuration. Configuration is the process of connecting stations
together and assigning certain programmable parameters to each station required for proper operation
of the network. The most common configurable parameter in many networks is the station address.
Some networks may require other parameters to be preset, such as the communication speed, or bit rate.
Some networks have the capability to autoconfigure, which means to assign parameters automatically to
stations as part of the network start-up process, without explicit user intervention (e.g., Interbus-S).
Many networks define various tools, which may be computer based, to assign parameters to each station
in order to configure the network. In other cases, the stations may incorporate switches or other manual
means to configure the necessary parameters for network operation.

88.5 Advanced Topics

Wireless Technologies

The need for networking is present even in environments where an electrical or optical cable cannot be
easily distributed. This may be due to various limitations, such as difficulty in running a new cable from
one building to another, or connecting to sensors in motion or on vehicles. There are two general

FIGURE 88.5 Some examples of the many possible network topologies using four stations.
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categories of wireless communications, based on electromagnetic frequency spectra. Various wireless
technologies employ the infrared spectrum. These technologies generally have transmission limited to
applications that have a direct line of sight between stations. Also, the distances are generally limited to
100 m or less. Because of these limitations, there are generally no legal restrictions in employing these
frequency spectra, and infrared transceivers are now becoming available from a variety of manufacturers.

The other general category of wireless communications is based on radio frequency (RF) communi-
cations. In most countries, use of these spectra is tightly controlled by governmental agencies. As a result,
employing wireless networking in most of these frequency ranges requires special licensing. However, a
number of frequency ranges are reserved for low-power public communications. Within these frequency
ranges, devices are allowed to communicate in an unlicensed fashion as long as they transmit according
to certain rules about transmitted power output. RF-based wireless systems are generally not limited to
line-of-sight applications, and can be designed to cover greater distances than infrared-based systems.

Wireless technologies can be viewed as simply another choice for the physical layer media, i.e., free
space. As such, it is possible to consider, in some cases, a wireless media for implementation of a variety
of protocols. For example, both CAN and LonWorks systems could be candidates for wireless networking.

Fiber Optics

Another physical layer media choice is fiber-optic media. Fiber-optic media employs pulses of light
delivered along a tubular waveguide (glass or plastic fiber) to transmit information from one station to
another. Fiber optics enjoy some benefits over traditional copper wiring. First, attenuation of light within
fiber optics is generally about an order of magnitude less than attenuation of an electric signal within a
copper wire. Second, fiber-optic transmission systems can be modulated (or pulsed) at much higher
frequencies, yielding greater potential bandwidths and bit rates than copper media. Finally, fiber-optic
systems are generally immune to the traditional sources of EMI that can cause trouble for copper media
systems. There are also limitations in present implementations of fiber-optic systems. One of the limi-
tations is that special tools and termination techniques must be used to connect a fiber-optic cable to a
sensor or field device. Second, fiber-optic “taps” are not easily created. Therefore, most fiber-optic systems
are implemented in a point-to-point fashion. When multiple devices are involved in a network, each
device usually acts as an optical repeater, with a fiber-optic input and a fiber-optic output port.

Network Design Considerations

Designing a network communication system from the ground up can be a lengthy undertaking, and
should not be considered unless a careful review of available technologies has yielded no solutions to the
particular requirements of the application. The designers must take into account a number of funda-
mental questions to shape the capability of the network. One topic mentioned frequently in the area of
networking for control applications is the subject of determinism. This refers to the ability of the network
to behave in a predictable fashion under any given set of stimuli, or external conditions. Many networks
do not exhibit this characteristic. Another question to be resolved is the subject of priority, and media
access. The designers must determine the conditions under which any particular station is allowed to
transmit, and if multiple stations are attempting to transmit, how it will be determined which station
will be given priority to transmit first. Media access methods often impact the ability of a network to
behave in a deterministic fashion.

Integrating Sensors with Communications — IEEE P1451

A recent interesting development in the area of sensor networks is an effort being sponsored by the IEEE
[20] out of its TC-9 committee, called IEEE P1451. This activity is working toward the development of
a standard to define sensor (or transducer) interfaces to networks generically. The first part of the
proposed standard, IEEE P1451.1, includes definitions for the interface between the device and the
network (refer to Figure 88.1). The second part, IEEE P1451.2, includes definitions for the interface
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between the transducer (or sensor) and the network interface block within the device. P1451.2 includes
a definition for a transducer electronic data sheet, or TEDS, which defines a summary set of information
pertinent to the sensor, allowing for standardized exchange of data on the network. The proposed standard
has the potential benefits to make it easier to connect a sensor to a variety of networks, and to allow
similar sensors from different manufacturers to be handled in a similar fashion on the network.
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